2 MECALIA AHANMN3 OAHHbIX
@ npaKTMKyM PRO NMPOAOJIDKUTENIbBHOCTb KYPCA

¥ KomnblotepHoe 3peHne — CV

01 Komy no novaeT Kypc nogonaéT Tem, y KOro ecTb onbIT paboTbl C AaHHbIMW,
KYPC Machine Learning n Deep Learning

Cneumanuctam B obnactum Data Science
- HayuuTtecb CTpouTb MOAeNn Ha OCHOBE MHOPMaLK
N3 n3obpaxkeHunin, oceonte SOTA-apPXUTEKTYPbI U CMOXKETE
npumeHaTb CV onsa peweHnsa busHec-3agay

DL- n ML-nH>xeHepam
- PazbepéTte cnocobbl paboTbl € BU3yanibHbIMU JaHHbIMU,
N3yyunTe NPOABUHYTbIE APXUTEKTYPBI U Y3HAETE Ha NPaKTUKe,
Kak npumeHaTb CV B BalLMX NpoeKkTax

Pa3paboTymkam
- MonmeéTte npnHUUnbl 06paboTKM BU3yanbHbIX AaHHbIX, HAY4YUTECH
npumeHaTb OpenCV n TensorFlow, cmoxeTe nHterpmposatb CV
B pa3paboTky

02 HeMy HayymnTeChb - Co3paBaThb peLleHus aj1a CerMmeHTaumm 1 geTekLmm oo bekToB
- Oby4yaTtb 1 apanTUPOBaTb FreHepPaTUBHbIE MOOENN
Ha Kypce nop, cobcTBeHHble 3aa4m
- PaboTtaTtb c MynbTMMOAANbHbIMM OAaHHBIMU N aQPXUTEKTYPaMMU
Ha NX OCHOBE
- Pa3bupaTtbca B TpaHchopmepax o nsobpaxkeHmnn — ViT
- OueHunBaTb M MHTEpNpeTnpPoBaTb paboty CV-mopenen

03 Kak npoxoguT - ConpoBOXaeHWe KypaTopamu
- OB6paTHas CBS3b OT OMbITHbIX HACTABHUKOB

Kypc - BopkLonbl ¢ akcnepTamm
- Teopwusa Ha nnaTtdopme lNpakTnkyma
- [lpakTnyeckune 3agaHns C pPeBbIO Ha FOTOBOW MHPPACTPYKTYpE
B obnake

YT0 Bac XXAET Ha Kypce

eTeKkums, cerMmeHTauums, ApXUTEKTYpPbLbI, l0SS-dyHKUNMN,
- H 4 P ypP GyHKLU YpocTtoBepeHme 0 NoBbILLEHUN

reHepaumnsa n3obpakeHuni MeTPUKU, MPUHLUMbI

KBanndukaumm
N MyNIbTUMOAANbHbIE MOOEeNN NOBbILLEHNS KaYeCTBa

CTP.1/7



©ER NpakTukym PRO

B KomnblotepHoe 3peHne — CV

2 Mecsaua

NPOAOHKUNTENIbHOCTDL KypCa

OO0

BecnnatHaqa yacTb.
Henpocertesbie
pelleHus Ha npakTuke

« 3HaKOMCTBO C KypCOM
- BeepneHue B HelpoceTn
N UX POJIb B pPeLLEeHNN
CNOXXHbIX 33424
- Pabota c Tekctammn
- Pabota c nsobpaxkeHmnamum
- HenpoceTtn Ha npakTuke

04

TpaHcdopmepbl
W MyNnbTUMOpfasIbHble
Moaenu

- BBepeHnune B Vision
Transformers

« ®anH-TIoHUHr ViT
N rmbpunaHble
TpaHchopMepbl

- MynbTMopanbHble Moaenm

-« TekCToBO-BWU3YyarnbHbIN
NMOUCK 1 onNnucaHue
n30b6paxkeHnn

- BusyanbHble Bonpochl
M OTBETHI

O1

. [leTeKums 06beKToB

- BBepeHue n GbICTpbIN CTapT
cYOLOv8

+ YOLO-mopenb: noaroToBka
AaHHbIX 1 00y4YeHne

« MocTobpaboTka
N BU3yanun3aums
pe3ynbTaToB

« AnbTepHaTuBHblE
APXUTEKTYpPBDI:
SSD u Faster R-CNN

- Pelwlenve 3apgaumn
Ha aNbTePHATUBHbIX
apPXMUTEKTYpPax

4 npoeKTa

B nopTdonno

02

CermeHTtauus
n3o0b6pakeHnn

- BBepeHue 1 bbICTpbIN CTapT
C CerMeHTauven
- NoprortoBka gaHHbIX
1 obyyeHne mogenu
+ MocTobpaboTka
M ynyJlleHne pe3ynbTaTos
« AnbTepHaTuUBHbIE
APXUTEKTYpPBbI
+ PelueHue 3apaumn
Ha aNbTePHATMBHbIX
APXUTEKTYPaX

O3

leHepauus
n3obpakeHnmn

- BBepeHue B reHepauuio
n306paxkeHni

- Autoencoder n VAE

- GAN

- OnodysnoHHble Mogenu

« PanH-TIOHUHT
N KaCTOMM3aLms
diffusion-mopenen



becnnaTtHas YacTb.
HeunpoceTeBble pelueHus
Ha NpPaKTUKe 00

24aca [MpakTnueckas pabota

1 npakTU4yeckas paborta HayumnTecb ncnonb3oBaTb NpegodyyeHHblie Mogenm
OJ19 aHanu3a TekcTa U U300paXKeHn u UHTepnpeTUpPoBaTb
pe3ynbTaTbl X PaboThI

MHCprMeHTbI N TEXHOJIOTUN

- PyTorch

- CV

- NLP
O1. 3HaKOMCTBO C KypCOM Y3HaeTe, Kak OpraHM3oBaH KypcC: U3 Yero COCTOUT NPOorpamMma,

KaK yCTpoeHa niatPopma, Kakme akTUBHOCTU BaC XAy T
02. BepeHMe B HEMPOCETU N UX POJIb [NolnmETe, B Kakux 06nacTax NPUMEHSIOTCS HEMPOCETU
B peLLeHNM CNTOXHbIX 3aga4 N KaKMe 3aga4u OHU PeLLatoT B peasibHOM XXN3HN

03. Paborac Tekctamm KnaccnouumpyeTte TeKCTbI C UICNOb30BaHMEM NpeaobyyeHHoM Moaenm
04. Pabota c nsobpaxkeHnamm Knaccndunumpyete nsobpaxkeHns ¢ nomoubto npepobyvyeHHon Mogenm
05. HenpoceTtun Ha npakTuke Hayuuntecb ncnonb3oBaTb HEMPOCETU B NOBCEAHEBHOM MNPAKTUKE

" on4d peweHnd I'IpOCbeCCl/IOHa}'IbeIX 3aa4y



[leTekuma o6beKkToB

O1

2 Hepenu
1 npoekT

Copep)xaHue

MpoekT
Co3paauTe BbICOKOTOYHbIN JETEKTOP Ha KACTOMHOM Habope AaHHbIX

NHCTPYMEHTbI 1 TEXHONOInNn
- PyTorch

- YOLO

Faster R-CNN

« SSD

TorchVision

O1.

BeeneHue n 6bICTpbIN CTapT
c YOLOvS8

3apava getekumm oobekToB. [NpeackasaHns Moaenu: KOopanHaThbl, Kiacc,
yBepeHHocTb. IBontoumsa ot YOLO po YOLOVS (Backbone, Neck, Detection
Head). 3anyck npenoby4eHHon YOLO-mogenu Ha n3obpa)keHnsx.
NHTepnpeTauus pe3ynbTaToB: PaMKKU, METKU, YBEPEHHOCTb.

YOLO-mopenb: nogrotoBka
OAHHbIX 1 00yyYyeHne

dopmaTbl AaHHbIX U NX KOHBEPTaUUS. AyrMeHTaums aHHbIX U €€ BNUsSHNE
Ha pa3MeTKy. Loss-OYyHKLUNUM 1 METPUKWN oS AeTekuun. PasmeTka gaHHbIX,
KOHPUrypaumm obyyeHns 1 yrnpaBieHUE MM NO JIoraM OT MOAENM.

MNocTtobpaboTka 1 BU3yannlaums
pe3ynbTaToB

dunbTpaumsa no nopory yeepeHHoctn. Non-Maximum Suppression (NMS).
Busyanusauusa npenckasanmin (Matplotlib/OpenCV). HanucaHue
BM3yanun3aTopa pe3ynbTatoB. BoiBoa top-N-npeackasaHuii.

Bun3yanbHoe cpaBHeHMe ¢ ground truth.

AnbTepHaTUBHbIE aPXUTEKTYPbI:
SSD u Faster R-CNN

SSD. Faster R-CNN: gByxaTanHas apxutekTypa. Kntouesble otnnyms ot YOLO:
obnacT NnpMMeHeHns, BpeMs MHPEPEHCA, CNTIOXHOCTb HACTPOMKM
n 0byueHuns. Paznnumsa B loss-dyHKUMAX.

PelwieHne 3apaun
Ha aNbTePHATUBHbIX
APXUTEKTYpPaX

Ncnonb3oBaHue SSD nnu Faster R-CNN. NogrotoBka gaHHbIX.
Ob6yueHne Mmogenu Ha TOM e Habope aaHHbIX. CpaBHEHME pe3ynbTaToBs:
no metpukam (MAP, loU), no ckopocTu, No BU3yarbHOMY KayecTBy.



} CermeHTauus nzobpakeHnn 02

2 Hepenu
1 npoekT

Copep)xaHue

MpoekT
Pa3paboTaeTe Mogenun cermeHTaunm gnsa peweHmns brusHec-3agaym

UHCTPYMEHTbI U TEXHOOrnNn
- PyTorch

- U-Net

DeeplLab

TorchVision
MMSegmentation

O1.

BeeneHwe n 6bICcTpbI CTapT
C cerMeHTauuen

3a4a4a CeMaHTUYEeCKOM CerMeHTaummn: oTnn4vme ot getekummn. Kaprta knaccos
(mask), dopmar Bbixoga. bbicTpbIn 3anyck npenodby4veHHOn Mogenu.
Busyanusauus pesynbTaTtoB M MHTEPNPeTaLMsa Macok. 3anyck MHdepeHca

Ha n3obpaxkeHnax. OTobpakeHne Mackm 1 COOTBETCTBYIOLLIMX LIBETOB

OJ151 KITACCOB.

MNoproToBKa AaHHbIX M 0byyeHne
Mopaenu

Pa3meTka pns 3agaynm cermeHTaumn. Popmartbl Macok: MHOeKCHbie, PNG,
One Hot Encoding. CBsA3b Macok 1 ayrmeHTtauumn. Beibop loss-pyHKLMM

N MeTpPUK onsa mogenu. Pazbop nonynsapHbIX apxXUTEKTYP U KOHPUrypaums
o0yyeHuns oia HUX.

NMocTobpaboTka 1 ynyulieHme
pe3ynbTaToB

Softmax/Argmax n nonyyeHume pmnHanbHoM mackun. Morphological operations:
opening, closing. CRF kak onuus. BusyanbHoe cpaBHeHMe Ao 1 nocne.
NocTobpaboTka pe3ynbTata Mogenu n akcnepumeHTbl. CpaBHEHNE METPUK
00 1 nocne.

0O630p Encoder-Decoder-apxutektyp. U-Net. DeeplLabv3+: dilated
convolutions, ASPP. SegFormer Ha ocHoBe TpaHcdopmMepoB. KntoveBble
Pa3NnNYmMS: CTPOEHWNE, NOAXOMA K MaclTabaMm, CKOPOCTb U Ka4yecTBO, 06n1acTum
npumMmeHeHus. CpaBHeHune U-Net, DeeplLab, SegFormer.

PelwieHne 3apaun
Ha aNbTePHATUBHbIX
APXUTEKTYpPaX

O6yueHune U-Net, DeeplLabv3, SegFormer. CpaBHeHME: MO TOYHOCTH,
CKOPOCTWN, KayecTBY Macok. ObyyeHne anbTepHaTUBHOM MOOENM.
Bun3syanbHoe cpaBHEHME U NO MeTpUKaM. [TpUMEHNMOCTb Moaenen.



| MeHepauynsa n3obparkeHuin 03

2 Hepenu
1 npoekT

Copep)xaHue

MpoekT
KacTtoMumnanpyete reHepaTUBHYIO CETb MO KOHKPETHbIN 3anpocC

NHCTPYMEHTbI 1 TEXHONOInNn
- PyTorch

- GAN

- VAE

- Diffusion

O1.

BBeneHuve B reHepauuto
N300parkeHnmn

3a4eM Hy>KHa reHepauma n3o6pa>keHnin. Tunbl reHepaTUBHbBIX MOOENEN:
Autoencoders, GANs, Diffusion Models. Noaxoapbl K 0by4eHnto 1 reHepaumi.
MpepobyyeHHbin VAE 1 BU3yann3aumsa NaTeHTHOrO NPOCTPaHCTBa.

ApxutekTypa: Encoder + Decoder. OrpaHnyenuns obbivHbix AE (HessBHOe
MoaenmpoBaHue BepoaTHocTen). Variational Autoencoder: obyyeHune
pacnpepeneHus + sampling. O6yuenune VAE, reHepauya v MHTepnonaums,
NaTeHTHOEe NPOCTPaHCTBO B 2D.

ApxuTtekTypa: Generator + Discriminator. TunnyHble npobnemsbi: mode
collapse, HecTtabunbHocTb. BapunaHTbl: DCGAN, Conditional GAN, StyleGAN.
O6y4eHne DCGAN Ha npocToM gataceTe, BU3yanm3aums pe3ynbTaToB

Mo 3roxam.

Denoising Diffusion Probabilistic Models, Stable Diffusion, Imagen, DALL-E.
[MpenmyLiecTBa n orpaHnyveHuns diffusion-apxmtekTyp. Icnonb3oBaHue
diffusers ot Hugging Face. leHepaLus No TEKCTOBOMY MPOMMTY.

3amMeHa napaMeTpoB: guidance scale, steps, seed.

danH-TIOHUHT 1 KacToOMU3aums
diffusion-mopenen

MpuHuuMnbl poobyyenus: Transfer Learning. TexHonorus LoRA.
[loobyyeHue Stable Diffusion, cpaBHeHWEe OpUrnHanbHbIX U KACTOMHbIX
NPOMMTOB, BU3Yyann3auus BIMAHNUA KACTOMHOIo oby4yeHus.



TpaHchopmepbl
N MyNnbTUMOOA/IbHble MOgenn 04

2 Hepenun MpoekT
1 npoekT ObByunTe KnaccmdmnKaumMoHHY MoAesb Ha TPAaHCHOPMEPHOM
apxXmnTeKType

NHCTPpYyMEHTbI U TeEXHOOrnmn
- PyTorch

- ViT

- CLIP

- VQA

Copep)xaHue

O1. BaepeHue B Vision Transformers OrpaHunyenuns knaccnyeckmx CNN. ApxutekTtypa ViT: natym, NO3NLUNOHHbIE
3mMbepauHrn, self-attention. Mpenmywectsa ViT 1 nprumepbl UCNONb30BaHUS.
3arpy3ka v npmmeHeHue npenobyyeHHoro ViT. Knaccudpukauyms
n3obpaxkeHnin. Busyanusaums attention maps.

02. ®danH-TioHUHr ViT n rnbpugHbie O6yueHune un ¢panH-ToHMHT Vision Transformer. [MbpuaHblie Mogenu:

TpaHcdopMmepsbl apPXUTEKTYPHble ocobeHHOCTU U NpenmyLlecTBa. CpasHeHue ViT, rubpunoos
1 CNN. CoBeTbl No 0by4eHunio 1 BbIbopy Mogenen. IKCNePUMEHTHI.

03. MynbTMOaanbHblie MOaenu Mopenwu Vision + Language. 3agayu: image captioning, VQA,
image-text retrieval. ApxutekTypbl Encoder-Decoder, Dual Encoder, Fusion.
O630p paTtacetoB: COCO Captions, VQA, Flickr30k. Mogenu CLIP
0715 NPOCTbIX BU3YyalibHO-TEKCTOBbIX 3a4au.

04. TeKkcToBO-BM3YyalbHbIN MOUCK ApxuTekTypa Mogenemn onsa reHepaunm onncaHus: BLIP, GIT. MeTpuku

N onncaHme n3obpa)keHunmn KayecTBa captioning. Mopenb CLIP onga TekctoBo-BM3yanbHOro Nomcka:
NPUHUMN PaboTbl N NpuMeHeHne. [eHepaums onUcaHni N NOUCK
n306pa)keHnin No TekcTy ¢ nomoulbio BLIP nnun GIT.

0O5. BwusyanbHble BONpocChl M OTBETHI ApxutekTypbl ana VQA: multi-modal fusion, cross-attention.
3apaya grounding: nokanusauuns obbekToB no Tekcty. O630p Mmopenen:
OFA, LXMERT. Flamingo (DeepMind). icnonb3oBaHue LXMERT nnu OFA
ana VQA-3apau.



